Correlation Between Fracture Network Properties and Stress Variability in Geological Media
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Abstract We quantitatively investigate the stress variability in fractured geological media under tectonic stresses. The fracture systems studied include synthetic fracture networks following power law length scaling and natural fracture patterns based on outcrop mapping. The stress field is derived from a finite-discrete element model, and its variability is analyzed using a set of mathematical formulations that honor the tensorial nature of stress data. We show that local stress perturbation, quantified by the Euclidean distance of a local stress tensor to the mean stress tensor, has a positive, linear correlation with local fracture intensity, defined as the total fracture length per unit area within a local sampling window. We also evaluate the stress dispersion of the entire stress field using the effective variance, that is, a scalar-valued measure of the overall stress variability. The results show that a well-connected fracture system under a critically stressed state exhibits strong local and global stress variabilities.

Plain Language Summary Knowledge of the stress state in the Earth’s crust is of great importance for many scientific and engineering problems, such as earthquake prediction, petroleum recovery, groundwater management, underground excavation, and deep geological disposal of radioactive/toxic waste. However, it is very challenging to fully understand the stress state, because it is highly variable in the subsurface. One of the key factors is the presence and complexity of natural fractures in rock. Then, a fundamental question is raised: is the stress field correlated with these fractures? How? To answer this question, we build numerical models to calculate the stress state in geological media embedded with realistic fracture networks. We utilize a new mathematical approach to process the simulation data. We report that the local stress fluctuation is strongly related to the local fracture distribution, and the overall stress variability is greatly controlled by the fracture network connectivity.

1. Introduction

Characterization of the stress state in the Earth’s crust is essential for earthquake prediction and subsurface engineering (McGarr & Gay, 1978; Zoback, 2007). Over the past half-century, great efforts have been devoted to the measurement of in situ stresses (Amadei & Stephansson, 1997; Bell & Gough, 1979; Haimson, 1975; Hast, 1969; Kropotkin, 1972; Zoback et al., 1989). The state of stress in the crust is mainly governed by tectonic stresses and local perturbations (Hudson & Cooling, 1988; Zoback et al., 1989). Tectonic stresses related to plate-driving forces are typically uniform over the lithospheric scale (Zoback et al., 1989), while local perturbations induced by topography, discontinuity, material inhomogeneity, and anisotropy as well as engineering processes have much smaller wavelengths (Zoback, 1992). The superimposition of the two categories of forces often leads to locally varying stress patterns (Hudson & Cooling, 1988; Shamir & Zoback, 1992; Yale, 2003). Extensive field data have suggested that fractures, such as faults and joints, play an important role in perturbing the regionally uniform tectonic stress field (Barton & Zoback, 1994; Bruno & Winterstein, 1992; Day-Lewis et al., 2010; Hickman & Zoback, 2004; Lin et al., 2007, 2010; Martin & Chandler, 1993; Mncamara et al., 2015; Rajabi et al., 2017; Sahara et al., 2014; Schoenball & Davatzes, 2017; Shamir & Zoback, 1992; Stephansson et al., 1991; Townend & Zoback, 2004; Valley, 2007; Yale, 2003). In these previous studies, such perturbation effects were characterized using customary scalar/vector approaches, which separately analyze the principal stress magnitude and orientation. However, we argue that stress is a tensor in nature and its perturbation needs to be quantified in an integrated formalism incorporating both orientation and magnitude alterations. Thus, a key objective of this paper is to propose a framework, which is faithful to the tensorial nature of stress, to quantify stress variability in fractured geological media. In this context, the underlying relationships among fracture geometry, tectonic stresses, frictional sliding, and stress variability are explored based on the state-of-the-art numerical simulation.
In this study, we focus on the two-dimensional (2-D) scenario, which may be relevant to geological formations whose longitudinal characteristic scale is much larger than transversal ones. We analyze both the synthetic fracture networks following power law length scaling and natural fracture networks mapped from a real outcrop. We assume that fracture pattern is the result of paleo-stress evolution and has little correlation with the contemporary tectonic stress field, which is a scenario often observed in nature (Amadei & Stephansson, 1997; Zoback, 2007). We also hypothesize that stress perturbation in the fractured rock develops entirely based on contemporary tectonic stresses, whereas the complex residual stress effect is not considered. The paper focuses on a fixed scale of interest, whereas the analysis of scale effect is beyond the current scope.

2. Methodology

2.1. Fracture Network Generation and Characterization

Natural fracture systems often exhibit a broad range of fracture lengths that can be described by a power law model (Bonnet et al., 2001; Bour & Davy, 1999; Lei & Wang, 2016):

\[ n(l, L) = al^D l^{-a}, \quad \text{for } l \in [l_{\text{min}}, l_{\text{max}}], \]

where \( n(l, L)dl \) is the number of fractures with sizes \( l \) belonging to the interval \([l, l + dl]\) \([dl \ll l]\) in an elementary volume of characteristic size \( L \), \( D \) is the fractal dimension, \( a \) is the power law length exponent, and \( \alpha \) is the density term. The only intrinsic characteristic length scales in this model are the smallest and largest fracture lengths, that is, \( l_{\text{min}} \) and \( l_{\text{max}} \) respectively. In numerical simulations, \( L \) is the scale of the modeling domain, which usually meets \( l_{\text{min}} \ll L \ll l_{\text{max}} \). The exponents \( D \) and \( \alpha \) quantify different scaling aspects of fracture networks: the fracture density (related to \( D \)) and the length distribution (related to \( \alpha \)). Extensive outcrop data suggest that generally \( D \) varies between 1.5 and 2.0, and \( \alpha \) falls between 1.3 and 3.5 (Bonnet et al., 2001).

Fracture intensity is defined as the total length of fractures per unit area. The mean fracture intensity \( \gamma \) of a fracture network within a squared domain of size \( L \) is calculated as

\[ \gamma = \frac{1}{L^2} \int_{A_L} n(l, L) l' dl, \tag{2} \]

where \( l' \) denotes the fracture length included in the domain of an area \( A_L = L^2 \). The local fracture intensity \( \gamma \) is measured using a circular window approach (Mauldon et al., 2001):

\[ \gamma = \frac{1}{\pi r^2} \int_{A_r} n(l, L) l' dl, \tag{3} \]

where \( l' \) denotes the fracture length included in a circular window of an area \( A_r = \pi r^2 \) and the radius \( r \) is substituted using \( 1/\gamma \), which approximates to half of the average spacing (or block size) of a fracture system (Dershowitz & Herda, 1992). The variance of local fracture intensity \( \sigma^2 \) thus indicates the geometric heterogeneity of the fracture network.

The geometric connectivity of a fracture network may be assessed using the percolation parameter:

\[ p(l, L) = \int_{A_L} n(l, L) \frac{l'^2}{L^2} dl, \tag{4} \]

which is applicable for nonfractal fracture networks with \( D = 2.0 \) (Bour & Davy, 1997), and fractal fracture networks satisfying \( a \leq D + 1 \) (Darcel, Bour, Davy, & de Dreuzy, 2003; Davy et al., 2010). The higher the \( p \) is, the more connected the system is. The network is statistically connected if \( p > p_c \) which may have a scale-independent value of ~5.8 (Bour & Davy, 1997). Uncertainties may exist in this \( p_c \) value when being applied to fracture patterns involving distinguishable orientation sets (Robinson, 1983, 1984) and fractal density distributions (Darcel, Bour, Davy, & de Dreuzy, 2003).

In this study, we generate a series of 2-D synthetic and natural fracture networks in a squared domain of size \( L = 10 \text{ m} \) (Figure 1). In the synthetic networks, the location and orientation of fractures are assumed purely random, that is, nominally homogeneous (i.e., \( D = 2.0 \)) and isotropic. The fracture lengths follow the power law scaling, with the bounds given by \( l_{\text{min}} = L/50 = 0.2 \text{ m} \) and \( l_{\text{max}} = 50 L = 500 \text{ m} \). We explore five different length exponent cases, that is, \( a = 1.5, 2.0, 2.5, 3.0, \) and 3.5, and two different mean fracture intensity
Figure 1. (a) The geometry and local fracture intensity $\gamma$ of synthetic fracture networks (domain size $L = 10$ m) associated with various power law length exponent $a$ and mean fracture intensity $\bar{\gamma}$. (b) The geometry and local fracture intensity $\gamma$ of natural fracture networks (domain size $L = 10$ m) extracted from the outcrop pattern at the Hornelen Basin (Odling, 1997) using a sampling window rotated at different angles $\theta$. The variance of local fracture intensity $\sigma^2$ and the percolation parameter $p$ are shown for each network.
the bulk density is 2,700 kg/m³, the Young's modulus is 50.0 GPa, the Poisson's ratio is 0.25, the internal friction coefficient is 1.0, the tensile strength is 20.0 MPa, the cohesive strength is 40.0 MPa, and the mode I and II energy release rates are 158.4 and 198.0 J/m², respectively. The shear strength of fractures obeys the Coulomb criterion such that frictional sliding occurs if the shear stress exceeds the product of the effective normal stress and the friction coefficient \( \mu \). Three typical \( \mu \) values are explored, that is, 0.6, 0.85, and 1.0 (Byerlee, 1978; Zoback, 2007). The problem domain containing distributed fractures is discretized using an unstructured mesh with an average element size of 0.05 m. The penalty term and damping coefficients are chosen to be 500 GPa and \( 2.0 \times 10^5 \) kg/ms, respectively. Effective tectonic principal stresses are loaded orthogonally to the model, and we consider three different stress scenarios: (i) \( S_{xx} = 5.0 \) MPa, \( S_{yy} = 5.0 \) MPa; (ii) \( S_{xx} = 10.0 \) MPa, \( S_{yy} = 5.0 \) MPa; and (iii) \( S_{xx} = 15.0 \) MPa, \( S_{yy} = 5.0 \) MPa, such that the tectonic stress ratio \( S_{xx} / S_{yy} \) is 1.0, 2.0, and 3.0, respectively.

### 2.2. Numerical Method and Geomechanical Model

The plane-strain deformation of a 2-D fractured rock in response to tectonic stresses is modeled using the hybrid finite-discrete element method (FEMDEM) (Munjiza, 2004), which can realistically simulate the stress in intact rocks, interaction between matrix blocks, deformation of natural fractures, and propagation of new cracks (Lei et al., 2015, 2017). More details of the FEMDEM approach are given in the supporting information, including the governing equation (Text S1), space discretization (Figure S2), and validation for stress computation (Figures S3 and S4).

The material properties of the fractured rock are assumed as follows (Lama & Vutukuri, 1978; Zoback, 2007): the bulk density is 2,700 kg/m³, the Young's modulus is 50.0 GPa, the Poisson's ratio is 0.25, the internal friction coefficient is 1.0, the tensile strength is 20.0 MPa, the cohesive strength is 40.0 MPa, and the mode I and II energy release rates are 158.4 and 198.0 J/m², respectively. The shear strength of fractures obeys the Coulomb criterion such that frictional sliding occurs if the shear stress exceeds the product of the effective normal stress and the friction coefficient \( \mu \). Three typical \( \mu \) values are explored, that is, 0.6, 0.85 and 1.0 (Byerlee, 1978; Zoback, 2007). The problem domain containing distributed fractures is discretized using an unstructured mesh with an average element size of 0.05 m. The penalty term and damping coefficient are chosen to be 500 GPa and \( 2.0 \times 10^5 \) kg/ms, respectively. Effective tectonic principal stresses are loaded orthogonally to the model, and we consider three different stress scenarios: (i) \( S_{xx} = 5.0 \) MPa, \( S_{yy} = 5.0 \) MPa; (ii) \( S_{xx} = 10.0 \) MPa, \( S_{yy} = 5.0 \) MPa; and (iii) \( S_{xx} = 15.0 \) MPa, \( S_{yy} = 5.0 \) MPa, such that the tectonic stress ratio \( S_{xx} / S_{yy} \) is 1.0, 2.0, and 3.0, respectively.

### 2.3. Tensor-Based Quantification of Stress Variability

We obtain the stress field from the FEMDEM simulation in which all components of the second-rank Cauchy stress tensor at each element node are determined. We analyze the stress data using the recently developed tensor-based mathematical formulations (Gao, 2017; Gao & Harrison, 2016, 2018), which overcome the drawbacks of conventional decoupled analysis of stress magnitude and orientation information (further discussions are in Text S2 and Figure S5).

In a 2-D stress tensor field \( \mathbf{S} \), which consists of \( n \) stress measurements, the \( ith \) stress tensor \( \mathbf{S}_i \) is written as

\[
\mathbf{S}_i = \begin{bmatrix} S_{xx,i} & S_{xy,i} \\ S_{xy,i} & S_{yy,i} \end{bmatrix}
\]

The mean of the entire stress field is calculated as (Gao & Harrison, 2016)

\[
\mathbf{S} = \frac{1}{n} \sum_{i=1}^{n} \mathbf{S}_i = \frac{1}{n} \begin{bmatrix} \sum_{i=1}^{n} S_{xx,i} & \sum_{i=1}^{n} S_{xy,i} \\ \sum_{i=1}^{n} S_{xy,i} & \sum_{i=1}^{n} S_{yy,i} \end{bmatrix}
\]

which was derived by introducing the Euclidean distance between stress tensors and using a fundamental definition of mean in statistics—Fréchet mean function (Pennec, 2009). For two stress tensors \( \mathbf{S}_i \) and \( \mathbf{S}_j \), their Euclidean distance is given by

\[
D_{\text{Euclid}}(\mathbf{S}_i, \mathbf{S}_j) = \sqrt{(S_{xx,i} - S_{xx,j})^2 + (S_{xy,i} - S_{xy,j})^2 + (S_{yy,i} - S_{yy,j})^2}
\]
\[ d(S_i, \bar{S}) = \|S_i - \bar{S}\|_F, \quad 1 \leq i \leq n, \quad 1 \leq j \leq n, \]  
(7)

where \(\|\cdot\|\) denotes the Frobenius norm (also known as the Euclidean norm or Hilbert-Schmidt norm; Gentle, 2007). Thus, the mean stress is the stress tensor \(Y\) that minimizes the expectation of the squared Euclidean distance between each stress tensor \(S_i\) and \(Y\), that is,

\[ \bar{S} = \arg \min_Y \left( \frac{1}{n} \sum_{i=1}^{n} \|Y - S_i\|^2 \right), \]  
(8)

which leads to equation (6).

It has been proven that the mean stress tensor in a fractured rock equals to the far-field stress tensor, that is, the tectonic stress tensor (Gao et al., 2017), which has also been verified in this work (Figure S16). Thus, we can use the Euclidean distance between a local stress tensor \(S_i\) and the mean stress tensor \(\bar{S}\):

\[ d(S_i, \bar{S}) = \|S_i - \bar{S}\|_F, \]  
(9)

which measures how far away a local stress tensor is from the mean stress, as an indicator of local stress perturbation to the tectonic stress environment. In a purely uniform stress field, \(d(S, \bar{S})\) is zero throughout, while in a highly variable stress field, \(d(S, \bar{S})\) could change significantly from point to point.

The variability of stress tensor data can be adequately represented by the variability of their distinct tensor components in a multivariate statistics manner (Gao & Harrison, 2018). The overall dispersion of a stress field, \(d(S, \bar{S})\), could change significantly from point to point.

The effective variance gives a scalar-valued measure of how spread out a stress tensor group is with respect to their mean, and it has the same unit as the variance of stress components, that is, square of the unit of stress. We use the effective variance \(V_e(S)\) to characterize the bulk stress variability in fractured rocks. The larger the \(V_e(S)\) is, the more dispersed the stress field is. It is worth clarifying that \(d(S, \bar{S})\) measures the variation of local stress tensors, whereas \(V_e(S)\) indicates the dispersion of the entire stress field.

### 3. Results

Figures 2 and 3 show the distributions of local stress perturbation and shear displacement, respectively, in the fractured rocks associated with \(\mu = 0.6\) under different tectonic stress conditions (the cases of \(\mu = 0.85\) and 1.0 are shown in Figures S6–S9). The stress and displacement patterns are quite uniform under the isotropic tectonic stress condition, whereas stronger fluctuations emerge in the anisotropic stress cases. As \(S_{xx}/S_{yy}\) increases, significant shear displacement is accommodated along large fractures that are preferentially oriented for frictional sliding, while localized stress perturbation is manifest in the vicinity of the tips/intersections of these fractures, where intense mechanical interaction and brittle failure can occur. In
Figure 2. Distribution of local stress perturbation $d(S, S')$ in the synthetic and natural fracture networks associated with a friction coefficient of 0.6 under different tectonic stress conditions.
Figure 3. Distribution of shear displacement in the synthetic and natural fracture networks associated with a friction coefficient of 0.6 under different tectonic stress conditions.
Figure 4. Variation of (a) local stress perturbation $d(S, S)$ and (b) its scatter $h$ with local fracture intensity $\gamma$ in the synthetic and natural fracture networks associated with a friction coefficient $\mu = 0.6$ under different tectonic stress conditions.
Figure 5. (left column) Variation of the total strain $\varepsilon$ of frictional sliding and (right column) the effective variance $V_e(S)$ of the stress field as a function of the percolation parameter $p$ of the fracture networks associated with different values of friction coefficient $\mu$. The dotted line corresponds to the percolation threshold $p_c \approx 5.8$, across which the fracture system transits from disconnected to connected states. For the synthetic fracture networks, each data point represents the mean value of 10 realizations having the same $a$ and $\gamma$ values, and the error bar indicates the corresponding $\pm 1$ standard deviation. For the natural fracture networks, the marker and error bar respectively give the mean and $\pm 1$ standard deviation of the results of the five extracted patterns.
the synthetic fracture networks, local stress perturbation and shear displacement are both enhanced as $\gamma$ increases or $a$ decreases (Figures 2a and 3a). In the natural fracture networks, the perturbation field varies with $\theta$ because of the anisotropic geometry of the fracture system, such that significant perturbation occurs when major sets of fractures are promoted for shearing, for example, when $\theta = 72^\circ$ and $S_{xx}/S_{yy} = 3.0$ (Figures 2b and 3b). Furthermore, an increased $\mu$ tends to suppress frictional sliding and stress perturbation in both the synthetic and natural fracture networks (Figures S6–S9).

We analyze the relationship between local fracture intensity $\gamma$ and local stress perturbation $d(S, S)$, which seems to fit to a positive, linear trend (Figures 4a, S10a, and S11a). Note that the geometric mean and standard deviation of each bin data of $d(S, S)$ are used due to their lognormal-like distribution (Figures S12–S14). Such a linear correlation tends to hold for different fracture networks, different friction coefficients, and different tectonic stress conditions. It is also noticed that the scatter $h$ of $d(S, S)$ in each bin (i.e., the total length of the upper and lower error bars in Figures 4a, S10a, and S11a) also varies linearly with $\gamma$ (Figures 4b, S10b, and S11b), further confirming the presence of a systematic correlation between fracture distribution and stress perturbation. The coefficients of the observed linear correlations are calculated in Text S3 and Figure S15, which show strong dependency on the tectonic stress condition.

We further study the relationship between the bulk strain/stress characteristics and the geometric connectivity of fracture networks (Figure 5). We calculate the total strain $\varepsilon$ of frictional sliding as the sum of the geometric moments (i.e., product of the average shear displacement and fracture length) of all fractures divided by the area of the domain (Marrett & Allmendinger, 1991). As shown in Figure 5 (left panel), $\varepsilon$ is very small if the fracture network is disconnected ($p < p_c$), due to the dominant matrix resistance against fractures for shearing. However, as the fracture network becomes connected ($p > p_c$), an abruptly increased strain is accommodated in the system, especially when $S_{xx}/S_{yy} = 3.0$ and $\mu = 0.6$. Such a transitional phenomenon is significantly attenuated in the cases of smaller $S_{xx}/S_{yy}$ and larger $\mu$ values. The overall stress variability in each fractured rock is characterized using the effective variance $V_e(S)$ of the entire stress tensor field. As can be seen in Figure 5 (right panel), the system exhibits much larger $V_e(S)$ when $S_{xx}/S_{yy} = 3.0$ as a result of intensive mechanical interactions driven by high differential stresses. Furthermore, as the system transits from disconnected to connected states (i.e., as $p$ approaches and then exceeds $p_c$), $V_e(S)$ increases substantially, especially when $S_{xx}/S_{yy} = 3.0$. In the disconnected regime ($p < p_c$), $V_e(S)$ seems to be independent of $\mu$, whereas in the connected regime ($p > p_c$), $V_e(S)$ decreases significantly as $\mu$ increases. The natural fracture system has a connectivity state close to the percolation threshold ($p = p_c$) and its $V_e(S)$ is generally fit to the trend predicted from the synthetic fracture networks. The large variation of $V_e(S)$ for the natural fracture networks is related to their anisotropic nature, such that fracture deformation and interaction are strongly affected by the orientation of tectonic stresses relative to the orientation of fracture sets.

4. Discussion and Conclusions

The connectivity of fracture networks has been found having important influences on the mechanical and hydrological behavior of fractured formations (Davy et al., 2010; de Dreuzy et al., 2001a, 2001b; Harthong et al., 2012). In this work, we further elucidate its impact on stress distribution in geological media. Significant stress variability emerges if the fracture system is well connected and subjected to a critically stressed state; for example, the tectonic stress ratio is close to the theoretical value of 3.1 given that the friction coefficient equals to 0.6 (Zoback, 2007). The results also suggest that stress variability is more dominated by matrix resistance if fractures are disconnected, but more dependent on frictional sliding of fractures if the system is well connected. The observed dependency of stress perturbation on the geometry of fracture systems is potentially related to the reported fractal phenomenon of stress distributions in the field (Day-Lewis et al., 2010; Shamir & Zoback, 1992). The fractal geometry of fracture networks that lacks a representative elementary volume may lead to complex scale effects of stress variability, especially when the system is under a critically stressed state.

It is worth emphasizing that we propose a novel tensor-based framework, which processes stress data in an integrated form and does not violates their inherent tensorial nature (Gao & Harrison, 2016, 2018), for
characterizing stress variability in fractured rocks. This formalism aims to improve the conventional decoupled analysis, which customarily separates the information of stress magnitude/orientation and may lead to biased interpretations as also has been recognized by Hudson and Cooling (1988).

To conclude, we quantitatively investigated the underlying correlation between fracture network properties and stress variability in geological media. The stress fields under different tectonic stress conditions were determined from numerical simulations and further analyzed using a novel mathematical approach that fully honors their tensorial nature. The local stress perturbation, quantified using the Euclidean distance of a local stress tensor to the mean stress tensor, exhibited a positive, linear correlation with the local fracture intensity, measured as the total fracture length per unit area within a local sampling window. The overall stress dispersion was characterized using the effective variance of the entire stress tensor field. We found that the connectivity of fracture networks plays a critical role in controlling the strain/stress distribution in geological media. Significant strain localization and stress dispersion occur in a well-connected fracture system under a critically stressed state for frictional sliding. The results of this paper have important implications for estimating the stress state in the Earth's crust based on geometric/strain measurements of fracture populations for earthquake predictions and geo-engineering designs.
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